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Abstract

This paper compares two habitat-suitability assessing methods, the Ecological Niche Factor Analysis (ENFA) and
the Generalised Linear Model (GLM), to see how well they cope with three different scenarios. The main difference
between these two analyses is that GLM is based on species presence/absence data while ENFA on presence data
only. A virtual species was created and then dispatched in a geographic information system model of a real landscape
following three historic scenarios: (1) spreading, (2) at equilibrium, and (3) overabundant species. In each situation,
the virtual species was sampled and these simulated data sets were used as input for the ENFA and GLM to
reconstruct the habitat suitability model. The results showed that ENFA is very robust to the quality and quantity
of the data, giving good results in the three scenarios. GLM was badly affected in the case of the spreading species
but produced slightly better results than ENFA when the species was overabundant; at equilibrium, both methods
produced equivalent results. The use of a virtual species proved to be a very efficient method, allowing one to fully
control the quality of the input data as well as to accurately evaluate the predictive power of both analyses. © 2001
Published by Elsevier Science B.V.

Keywords: Habitat suitability model; Ecological Niche Factor Analysis; Generalised Linear Model; Simulated data; Geographic
information system; False absences; Model comparison

www.elsevier.com/locate/ecolmodel

1. Introduction

Prediction of species distribution is an impor-
tant element of conservation biology. Manage-
ment for endangered species (Palma et al., 1999;
Sanchez-Zapata and Calvo, 1999), ecosystem
restoration (Mladenoff et al., 1997), species re-in-
troductions (Breitenmoser et al., 1999), popula-
tion viability analyses (Akçakaya et al., 1995;

Akçakaya and Atwood, 1997) and human–
wildlife conflicts (Le Lay et al., 2001) often rely
on habitat-suitability modelling. Multivariate
models are commonly used to define habitat suit-
ability and, combined with geographical informa-
tion systems (GIS), allow one to create potential
distribution maps (Guisan and Zimmermann,
2000).

Numerous multivariate analyses were devel-
oped for building habitat suitability or abundance
models, but very few studies compare their predic-
tive power (for example, Lek et al., 1996; Paruelo
and Tomasel, 1997; Guisan et al., 1999; Manel et
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al., 1999; O� zesmi and O� zesmi, 1999). In this pa-
per, we compare a common method, the Gener-
alised Linear Model (GLM) (for example, Austin
et al., 1984; Augustin et al., 1996; Guisan et al.,
1998), with the Ecological Niche Factor Analysis
(ENFA), a new multivariate analysis (Hirzel et
al., in press).

GLM is a generalisation of multiple regression
analysis with a binomial distribution and logistic
link that may fit polynomials of higher degree
than linear. The dependent variable (presence/ab-
sence of the species) is explained by a sum of
weighted ecogeographical predictors. The weights
are tuned in order to generate the best fit between
the model and the calibration data set (Jongman
et al., 1987; Nicholls, 1989).

ENFA compares the ecogeographical predictor
distribution for a presence data set consisting of
locations where the species has been detected with
the predictor distribution of the whole area. Like
the Principal Component Analysis, ENFA sum-
marises all predictors into a few uncorrelated
factors retaining most of the information. But in
this case, the factors have an ecological meaning:
the first factor is the ‘marginality’, and reflects the
direction in which the species niche mostly differs
from the available conditions in the global area.
Subsequent factors represent the ‘specialisation’.
They are extracted successively by computing the
direction that maximises the ratio of the variance
of the global distribution to that of the species
distribution. A large part of the information is
accounted for by a few of the first factors. The
species distribution on these factors is used to
compute a habitat suitability index for any set of
descriptor values (Hirzel et al., in press).

Practically, the main difference between these
analyses is the quality of input data: GLM needs
presence/absence data, whereas ENFA only needs
presence data. The latter is thus much less de-
manding than the former and it is interesting to
compare their predictive power. Obviously, this
power depends on the situation: for example,
when absence data are reliable GLM could get
extra power by using this information, but in
other situations it could be misled by false ab-
sences (McArdle, 1990; Solow, 1993; see also
‘stochastic zeros’ in Welsh et al., 1996).

The goal of this paper is thus to circumscribe
the domain of application of both methods from
the point of view of absence data quality. It is
more complex a task than simply comparing
analyses on the same data set. Indeed, measuring
their sensitivity to various data qualities entails
exploring several distribution patterns of ecologi-
cally identical species in a common landscape. But
as such species could not live simultaneously in a
same place, it is impossible to find such data in
the real world; it is therefore necessary to generate
simulated species distribution data. Moreover,
this method presents the following advantages: (1)
the input data set can be fully controlled, qualita-
tively as well as quantitatively; and (2) the ‘reality’
being perfectly known, model accuracy assess-
ment is straightforward and certain. Nevertheless,
in order to track reality as closely as possible, the
environmental predictors were taken from a real
area in the Swiss Alps.

2. Methods

This study implied to build a virtual species
completely characterised by its ecological niche,
which would be modelled by a ‘truth’ habitat
suitability map. Three data sets were then gener-
ated, simulating three different scenarios. These
data sets, in conjunction with environmental vari-
ables, were fed into the GLM and ENFA analy-
ses, which produced ‘predicted’ habitat suitability
maps. Finally, resulting models were evaluated by
statistically comparing each ‘predicted’ map with
the ‘truth’ map. These steps (summarised in Fig.
1) will now be developed in full detail.

2.1. Ecogeographical �ariables

Although a virtual species is used, environmen-
tal data are real and issued from a square region
of 25.6×25.6 km2 located in the Swiss Alps (see
Fig. 4) numerically modelled by 17 GIS raster
maps of 256×256 cells, representing 17 ecogeo-
graphical variables. These predictors are topo-
graphical, ecological or related to human
activities (see Table 1). They were derived from
land-cover, topography, hydrography and road/
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rail network GIS databases. Boolean variables
were transformed into continuous ones by com-
puting a new map, storing either the distance to
the nearest cell of this category or the proportion
of those cells within a circular moving-window of
1200-m radius. We used IDRISI 2.0 (Eastman,
1997) and BIOMAPPER 1.0 (Hirzel et al., 2001) to
achieve these operations and to deal with the
predictor maps.

Table 1
Ecogeographical variables (predictor) used to generate the
virtual habitat suitability mapa

Niche function Weight (wi)Predictor

6Forest frequency Linear
(increasing)
GaussianElevation 5

2LinearSouthern aspect
frequency (increasing)

Distance to towns Truncated linear 2
LinearDistance to forests 1
(decreasing)
LinearSlope �30° 1
(decreasing)frequency

Distance to waters 1Linear
(decreasing)
Gaussian 1Distance to villages

Distance to primary Truncated linear 1
roads

Truncated linear 1Distance to
secondary roads

Truncated linearDistance to railways 1

a Following Eq. (1), the global habitat suitability value is
computed by a weighted average of the partial niche coeffi-
cients, which are themselves computed from the predictors by
niche functions (cf. Fig. 1). This table indicates for each
predictor (first column) which type of niche function was used
to computes its partial niche coefficient (second column) and
which was its weight for the global habitat suitability compu-
tation (third column).

Fig. 1. Flow chart summarizing the steps involved in the
study. (1) Seventeen ecogeographical variable (predictor) maps
are prepared. (2) A ‘truth’ set of predictors is used to generate
a ‘truth’ habitat suitability map. (3) On this basis, three
distribution maps are generated corresponding to three distri-
bution scenarios (see text). (4) The distribution maps are
sampled with two sample sizes (300 and 1200 points), generat-
ing sample maps. (5) A ‘predictors’ set (partially overlapping
the ‘truth set’; see text) of the predictors is used in conjunction
with the sample maps to compute predicting models with both
GLM and ENFA methods. (5) These models are used to
produce ‘result’ habitat suitability maps (6). (7) The ‘result’
maps are statistically compared with the ‘truth’ map to assess
the predicting power of each analysis in each scenario. Single-
framed boxes symbolise sets of maps; the type of data is
indicated. Double-framed boxes symbolise statistical processes.
Arrows symbolise the data flow, each shaft accounting for one
map. See text for further explanations.

2.2. Virtual ecological niche: the ‘truth’ habitat
suitability map

On this spatial canvas, the virtual species was
generated by creating a simulated ecological niche
in an n-dimensional space, sensu Hutchinson
(1957). It was modelled by a niche coefficient H
(H� [0,1]), which can be viewed as a probability of
each cell to belong to the niche; note that H is de
facto a habitat suitability index. This value was
built as summarised in Eq. (1).

H=
1

�wi

�wi Hi+� (1)

where H is the habitat suitability of the focal cell,
Hi is the value of the ith partial niche coefficient,
wi is the weight assigned to the ith partial niche
coefficient, and � is a random value.
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Fig. 2. The partial niche coefficient Hi (Hi� [0,1]) is a function of each ecogeographical variable (predictor). Three types of function
model three types of niche optimum: (A) the optimal value of the predictor lies somewhere in the middle of the available range and
decreases ‘gaussianly’ in either direction. (B) and (C) are typically used to model distance related variables, either to disturbance or
food sources. (B) The habitat suitability is linearly increasing (or decreasing) as the location goes farther from the source. (C) The
truncated linear type shows a buffer zone effect, the influence of the source becoming null above some given range.

Global habitat suitability is composed of a
weighted average of partial niche coefficients (Hi)
and a stochastic coefficient (�). The partial niche
coefficients are the habitat suitability engendered
by each predictor value; they were computed from
11 predictors (playing the role of Hutchinsonian
environmental-space dimensions), picked out of
the 17 available predictors, by 11 niche functions
(Table 1). Three types of functions were used to
model three types of environmental optimum: (1)
a gaussian function modelled a median optimum,
(2) a linear function modelled an extreme opti-
mum, and (3) a truncated linear function mod-
elled a buffer zone effect (see Fig. 2).

Each of these Hi values was then weighted by a
wi factor and the global niche coefficient calcu-
lated as their weighted average. Finally, a random
term �, generated from a uniform distribution in
the range [−0.05, 0.05], was added.

The niche-function parameters and the weights
were arbitrarily tuned in order to generate about
50% of cells with H�0.5.

This produces the ‘truth’ habitat suitability map
(Fig. 3), representing the ‘real’ intrinsic prefer-
ences of our virtual species. By ‘truth’ map, we
are meaning that it represents the kind of infor-
mation usually unreachable by ecologists, the in-
formation they are trying to reveal through field
sampling and statistical analysis. The ‘truth’ map
will be constantly used as a basis to generate data
and as a reference to assess the accuracy of habi-
tat suitability analyses. A 3–D view of the land-

scape is presented in Fig. 4 to provide a better
understanding.

2.3. Distribution maps

Computed on the basis of the ‘truth’ map, the
distribution maps give the ‘truth’ presence/ab-
sence of the virtual species, information usually
unavailable to field ecologists.

Three distribution scenarios were addressed in
order to determine the advantages and drawbacks

Fig. 3. The ‘truth’ habitat suitability map generated to model
the ecological niche of the virtual species. High suitability
areas are indicated by white pixels.
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Fig. 4. Three-dimensional view of the studied region, a 25.6×25.6 km2 area in the Bern Alps (Switzerland). The landscape is viewed
from the south. In the north-east corner lie the Aare valley and Thun town; the flat area is the lake of Thun. In the middle of the
landscape lies the west–east orientated Simmental valley. Elevations range from 551 to 2637 m above sea level.

Fig. 5. Distribution maps of the virtual species for three colonisation scenarios. Black points are the cells where the species is present
and the white ones are those where it is absent. Map A represents the ‘spreading’ scenario: the species entered the area from the
southwest and is currently propagating in all directions, settling down in the most suitable areas. Map B shows the ‘equilibrium’
scenario in which the species occupies uniformly all the suitable areas. Map C presents the ‘overabundance’ scenario in which very
high densities force the species to occupy less adequate areas.

of each habitat suitability analysis. They can be
viewed as three historical phases of colonisa-
tion— the fundamental niche does not change
but the realised one does: (1) a ‘spread-
ing phase’ showing a density gradient from the
south-west corner of the map to the north-

east corner, (2) an ‘equilibrium phase’ where
the species is abundant enough to occupy all the
available suitable areas, and (3) an ‘over-
abundance phase’ where the species is so numer-
ous that it has to spread in less suitable areas.
(Fig. 5).
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The ‘equilibrium’ distribution map was com-
puted as follows. To each cell of the ‘truth’ habi-
tat suitability map was added a random value
taken in the range [−0.2, 0.2] (uniform distribu-
tion); this was made in order to introduce some
stochasticity in the model. If the resulting habitat
suitability coefficient was larger than 0.7, the cell
was marked as occupied.

The ‘overabundance’ distribution map was
computed in a similar way but with a 0.5 habitat
suitability threshold to simulate the overflowing
density.

The ‘spreading’ distribution needed an addi-
tional operation: each cell of the ‘truth’ habitat
suitability map was beforehand multiplied by a
value decreasing in 1/d2, d being the distance to a
point arbitrarily placed south-westward of the
south-west corner of the map. This gradient func-
tion was tuned to produce values ranging from 0
to 1, 0.5 lying approximately in the middle of the
map. This new gradient map was then submitted
to the same operations as the ‘equilibrium’ sce-
nario (habitat suitability threshold=0.7).

This generating method assured to obtain dis-
tribution maps with a presence density correlated
with area suitability.

2.4. Sample maps

These distribution maps were then used to sim-
ulate ‘field’ sampling data usually resulting from
the trapping/detecting/observation activities of
field biologists. As the GLM and the ENFA do
not need the same kind of data, it was necessary
to generate two data sets: one presence/absence
set for the GLM and one presence set only for the
ENFA. In order to compare results, sampling
sizes were identical for all scenarios and analyses.
Two sampling sizes were addressed, 300 points
and 1200 points.

ENFA data sets were generated by randomly
picking points in the distribution maps in order to
obtain the targeted sample size. The probability to
pick one cell in a given area was correlated with
its density, which was variously correlated with its
suitability depending on the scenario. The
‘spreading’ scenario had only 418 occupied cells
and it was therefore impossible to get the 1200
points sample size in this case.

The same presence points were used for the
GLM but additional absence data were generated
as follows. In order to take into account the
spatial auto-correlation of the predictors, a seven-
cell-radius circular buffer was drawn around each
presence point; the absence points were then ran-
domly drawn from the area out of these buffers (a
procedure similar to that used by Akçakaya and
Atwood, 1997).

The number of GLM presence/absence points
was thus the double of the number of ENFA
presence points, but the ‘field’ data (presence)
were identical.

2.5. Result habitat suitability maps

The simulated data sets were then submitted as
dependent variables to the GLM and the ENFA.
The independent variables were a set of 12 predic-
tors out of the 17 available; six of them were
arbitrarily taken among those used to generate
the ‘truth’ habitat suitability map (elevation,
southern aspect frequency, distance to towns, dis-
tance to forests, slope �30° frequency, and dis-
tance to primary roads), and six other were new
(distance to rivers, distance to lakes, distance to
pastures, distance to agricultural meadows, rock
frequency and bush frequency).

ENFA was entirely performed with the
BIOMAPPER software (Hirzel et al., 2001). The
predictors were first normalised by the Box–Cox
algorithm (Sokal and Rohlf, 1981). Ecological
niche factors were then computed on these nor-
malised predictors and ENFA provided one mar-
ginality factor and 11 tolerance factors totally
uncorrelated, each factor being a linear combina-
tion of the predictors. Among these factors we
kept only those explaining a significant amount of
total variance by comparison with a broken-stick
distribution (always greater than 75%). Factor
distributions were computed on six classes and
these empirical distributions used to compute the
habitat suitability maps (for detailed information
of this method, see Hirzel et al., in press). A
7×7-gaussian filter was finally applied to them in
order to smooth the step shape produced by this
analysis.
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The GLM were calibrated in the S-PLUS soft-
ware (Mathsoft Inc.) using a binomial distribution
and a stepwise variable selection procedure. As
the niche coefficient was not a linear function of
the predictors, we introduced in the input vari-
ables not only the 12 predictors already men-
tioned, but also their square power; bell shaped
and truncated linear niche functions could thus be
modelled with satisfying accuracy. Because of the
high sensitivity of the stepwise process — which
eliminates a part of the input predictors to retain
only the most relevant — to the input order of
the predictors, we tried several orders, retaining
the model that explained the highest proportion
of the variance. The habitat suitability was then
expressed as a linear combination of the predic-
tors and their square terms. The model was then
implemented in the GIS and maps were produced
that had finally to be transformed by the inverse
logistic function to be scaled between 0 and 1 (for
further explanations, see for example Guisan et al.
(1999)).

2.6. E�aluation

The accuracy of the ‘result’ habitat suitability
maps had finally to be assessed. With a real
species we would have used independent evalua-
tion data and calculated various statistics to as-
sess the accuracy of the classification (reviewed in
Fielding and Bell, 1997). But here, with a virtual
species, the ‘true’ habitat suitability that the mod-
els were supposed to reproduce was perfectly
known. More adapted statistics based on the
Pearson correlation coefficient between the two
maps could thus be used. In order to get round
the pseudo-replication engendered by spatial
auto-correlation between cells, we proceeded as
follows: 250 cells were picked randomly and a
determination coefficient R2 (proportion of vari-
ance explained by the model) was computed be-
tween the values of these cells in the ‘result’ map
and the ‘truth’ map (Mesplé et al., 1996). This
process was replicated ten times and the mean and
standard deviation of R2 were computed. The
mean R2 was used to assess the accuracy of the
models. The results obtained by both techniques
in each scenario were compared by a bilateral

Student t-test. Their sensitivities to distribution
scenario and sample size were also assessed with a
Student t-test for each method.

3. Results

Equilibrium and overabundance scenarios were
addressed with two sample sizes (300 and 1200
points) for both analyses (ENFA and GLM) and
the spreading scenario only with 300 sample
points, which makes a total of ten habitat suit-
ability maps.

In order to compare the predictive power of
these ‘result’ maps, the proportion of explained
variance (R2) was computed on a sample of 250
pairs of points taken in the ‘result’ map and in the
‘truth’ map. This coefficient was computed ten
times for each map and the mean (R2) and stan-
dard deviation (S.D.) were computed. These aver-
age R2 achieved by each analysis were then
compared in pairs by mean of a Student t-test.

Due to the stochasticity added in the process of
building the ‘truth’ habitat suitability map, it was
impossible to obtain R2=1. The best model
would have been the map computed just before
the addition of stochasticity and this one gave
�R2�=0.67 (S.D.=0.07). This is to be remem-
bered when looking at the absolute signification
of the results presented in Table 2.

In the ‘spreading’ scenario, the ENFA proved
to be significantly more efficient than the GLM.
In the equilibrium scenario, there was no signifi-
cant difference between the two methods. In the
case of ‘overabundance’, the GLM gave signifi-
cantly better results with the sample size of 300,
but when the sample was larger (1200 points) the
difference between the two analyses disappeared.

Another interesting result was the sensitivity
analysis of each method to the quality and quan-
tity of the input data. This was achieved by
intra-method pair comparisons using the same
procedure as already described.

Table 3 shows that ENFA is generally robust,
the predictive power of the maps being signifi-
cantly different in only 30% of the cases. The
‘overabundance’ scenario was the most sensitive.
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In contrast, the GLM is quite sensitive to data
quality (scenario effect) but not to data quantity.
Actually, predictive powers are always highly sig-

nificantly different, except between maps pro-
duced with the same scenario but different sample
sizes.

Table 2
Mean �R2� and standard deviation (S.D.) of the proportion of explained variance obtained by comparing ten times each ‘result’
map with the ‘truth’ mapa

GLM=ENFA?GLM ENFAScénario

�R2� S.D. �R2� S.D. P

0.050.570.03 3.9×10−9****0.38Spreading, 300 points
0.04 0.55Equilibrium, 300 points 0.030.53 1.3×10−1 NS

0.04 2.2×10−4***Overabundance, 300 points 0.63 0.02 0.57
0.56 0.050.03 5.0×10−1 NS0.54Equilibrium, 1200 points

0.04 0.60 0.03Overabundance, 1200 points 1.2×10−1 NS0.63

a The greater the value of �R2�, the higher the predictive power of the ‘result’ map. ENFA proved to be better in the ‘spreading’
scenario, whereas GLM was better in the ‘overabundance’ scenario with the small sample size. The probability (P) of the GLM and
ENFA to have different predictive power was computed with a bilateral Student t-test. When the difference is significant, the best
analysis is emphasised. Note that the best R2 that could be achieved was 0.67. NS, Non-significant; *** 10−4�P�10−3, ****
P�10−4.

Table 3
Sensitivity analyses of ENFA and GLMa

Overabundance (300 Equilibrium (300Spreading (300 Overabundance (1200
points) points)points) points)

NS (0.24)ENFA Equilibrium (300
points)

NS (0.67) NS (0.38)Overabundance (300
points)
Equilibrium (1200 NS (0.43) NS (0.84) NS (0.63)
points)

NS (0.12) ** *Overabundance (1200 *
points)

****GLM Equilibrium (300
points)

**** ****Overabundance (300
points)

****NS (0.30)Equilibrium (1200 ****
points)

**** ****Overabundance (1200 NS (0.95) ****
points)

a The upper part of the table compares predictive power of maps produced by the ENFA in each scenario. The lower part
compares the maps produced by the GLM. ENFA maps have generally a similar predictive power (t-test not significant), while the
GLM maps are generally different (t-test very highly significant). When the predictive powers of two ‘result’ maps do not differ
significantly (NS), the t-test probability is given between parentheses. Significant results: * 0.01�P�0.05, ** 0.001�P�0.01, and
**** P�0.0001.
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4. Discussion

The three addressed scenarios were modelled
with unequal success by the two analyses. The
ENFA appeared to be very robust to data quality
and quantity, none of the investigated cases pre-
sents a significantly better or poorer fit; the over-
all goodness of fit was good with an average
explained variance proportion of 0.58 (S.D.=
0.02). On the other hand, GLM was moderately
sensitive to data quality but not to data quantity
(average explained variance, 0.52; S.D.=0.11).

Relying on absence data is both the strength
and the weakness of this analysis: when they
really reflect low habitat suitability (like in the
‘overabundance’ scenario) the additional informa-
tion improves the model, but when the absences
are due to historical causes (like in the ‘spreading’
scenario) this information is fallacious and de-
creases the overall predictive power.

ENFA and GLM were not sensitive to sample
size, as both analyses produce only slightly better
results with 1200 points than with 300 points. An
interesting sequel to this study would be to ex-
plore more thoroughly the effect of the sample
size and particularly the minimal efficient size as it
could give useful clues when conceiving a sam-
pling design.

As this experiment was not designed to explore
qualitatively the results of these methods, it was
not clear which one produced the best ecological
interpretation of the data. GLM stepwise proce-
dure is highly sensitive to predictor input order
when these are not fully uncorrelated; adding or
removing a predictor often qualitatively modifies
the resulting model. In contrast, ENFA is not at
all sensitive to this ‘input effects’. Thus, when
ecological interpretation is the aim of the study,
ENFA could be more useful even for situations in
which a GLM should provide a higher correlation
to observed data.

Spatial autocorrelation is always problematic
with the use of geographical space (Legendre,
1993). In this study, the problem arises when
comparing the ‘result’ habitat suitability maps
with the ‘truth’ habitat suitability map. Indepen-
dent data are needed in order to use adequately
the t-test of significance (Sokal and Rohlf, 1981).

To reduce the correlation between sample points,
a small sample size (250 points, being separated
by an average distance of 913 m) was used to
compute the R2 statistics. Nevertheless, spatial
autocorrelation can never be totally removed and
it is best to cope with it (Legendre, 1993). Several
methods exist either to remove spatial autocorre-
lation or to take it into account when computing
the significance test (for example, Clifford et al.,
1989; Dutilleul, 1993). Unfortunately, none of
them were suitable to our case (testing the equal-
ity of two R2 values) and generalising them to
include it was beyond the scope of this paper and
would have added little information.

Actually, ENFA–GLM comparison (Table 2)
and GLM sensitivity analysis (lower part of Table
3) are very clear: the t-tests are either highly
significant (P�10−4) or not at all significant
(P�0.1). Taking autocorrelation into account
would lower the actual sample size to an effective
sample size (Dutilleul, 1993) but it would proba-
bly not lower it enough to qualitatively modify
these results. Actually, ENFA sensitivity analysis
only (Table 3, upper part) could be qualitatively
modified should the degrees of freedom be lower;
two hardly significant (P=0.03) pair comparisons
could become non-significant. This would prove
ENFA even more robust.

The virtual species approach proved to be most
serviceable. When comparing models on a real
data basis, it is only possible to make assumptions
about what is the true habitat suitability by using
various expert and statistical evaluation methods.
Many factors are out of reach and may introduce
a bias that cannot be accurately assessed (All-
dredge and Ratti, 1992; Paruelo and Tomasel,
1997; Guisan et al., 1999; Manel et al., 1999): they
may be historical (disturbances, catastrophes, dis-
eases or colonisation events) or spatial (dispersal
barriers or corridors), or they can be ecological
(interspecific competition). Real data are therefore
only a snapshot of a dynamical situation and can
only give a partial and instantaneous comprehen-
sion of the fundamental ecological niche. By gen-
erating a virtual species, the ‘truth’ is now
completely reachable and resulting models can be
accurately compared to it.
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Moreover, previous works (Lek et al., 1996;
Paruelo and Tomasel, 1997; Guisan et al., 1999;
Manel et al., 1999; O� zesmi and O� zesmi, 1999)
compare methods on a unique case; the method
application domain may thus hardly be explored.
In contrast, our ‘true’ ecological niche approach
may be used to generate various kinds of data sets
to test different situations. In this paper, we ex-
plored the effect of colonisation history on the
accuracy of two models, but sensitivity to many
other effects could be tested: sampling size, sam-
pling bias, interspecific competition, etc. Field
ecologists have proposed a wide panel of statisti-
cal analyses but it is often difficult to choose
among them. By circumscribing theoretically their
application domain, this virtual species approach
helps to select the most appropriate model in each
situation. The ability to manipulate the virtual
species allow one to isolate and thus to better
understand problems encountered when dealing
with real species; this will end up in better-suited
analyses.

Although the error-free quality of simulated
data has been often used in other domains to
qualify method results (Ferré, 1995; Mesplé et al.,
1996; Olley and Kochhar, 1996; Delay and Lam-
otte, 2000), it is less current in ecology (Paruelo
and Tomasel, 1997; Kendall et al., 1999;
Moilanen, 1999) and has never been applied to
habitat-suitability model assessment.

There is a risk that virtual species do not simu-
late correctly the reality, introducing errors or
biases in the results. In this study, we reduced this
risk by several means. (1) We used real ecogeo-
graphical data; simulated predictors could be in-
teresting in some cases, for example to explore the
model sensitivity to their distribution, but as our
study was focused on the quality of presence/ab-
sence data, there was no need to do so. The
correlation between variables and their spatial
auto-correlation, as well as their distribution, was
therefore representative of what can be found in
reality. (2) The niche function was made up of
both linear and non-linear components, with
some stochasticity. Therefore, the resulting niche
shape did not favour one particular analysis. (3)
Half of the predictors included as predictors in
the analyses were not used to generate the virtual

species. This simulated the fact that, in real cases,
true predictors are generally unknown or not
available and models are basically built on corre-
lated variables

5. Conclusions

1. This paper gives insights on the domains of
application of GLM and ENFA. It appears
that the robustness of ENFA makes it particu-
larly suitable and efficient when the quality of
data is either poor (the absence data are unre-
liable) or unknown. The GLM offers slightly
better results when the available presence/ab-
sence data are sufficiently good.

2. Virtual species simulation proved to be useful
when assessing analysis predictive power in
spatial ecology, allowing one to achieve a
more accurate evaluation and to better control
the experiment parameters.
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